
Short Communication

A unified analysis for the single-machine scheduling problem with controllable
and non-controllable variable job processing times

Christos Koulamas *, Sushil Gupta, George J. Kyparisis
Department of Decision Sciences and Information Systems, Florida International University, Miami, FL 33199, United States

a r t i c l e i n f o

Article history:
Received 5 June 2009
Accepted 8 December 2009
Available online 14 December 2009

Keywords:
Scheduling
Single-machine
Variable processing times

a b s t r a c t

We present a unified analysis for single-machine scheduling problems in which the actual job processing
times are controlled by either a linear or a convex resource allocation function and also vary concurrently
depending on either the job’s position in the sequence and/or on the total processing time of the already
processed jobs. We show that the problem is solvable in Oðn log nÞ time by using a weight-matching
approach when a convex resource allocation function is in effect. In the case of a linear resource alloca-
tion function, we show that the problem can be solved in Oðn3Þ time by using an assignment formulation.
Our approach generalizes the solution approach for the corresponding problems with controllable job
processing times to incorporate the variability of the job processing times stemming from either the job’s
position in the sequence and/or the total processing time of the already processed jobs.

� 2009 Elsevier B.V. All rights reserved.

1. Introduction

Single-machine scheduling problems with variable job process-
ing times can be classified into: (i) problems with variable but con-
trollable job processing times in which the scheduler’s decision to
allocate finite amounts of non-renewable resources to a job deter-
mines its processing time and (ii) problems with either learning
and/or job deterioration considerations in which the job processing
times vary beyond the control of the scheduler because of either
the job’s position in the sequence and/or the total processing time
of the already processed jobs. Both categories have been studied
independently and extensively in the scheduling literature. How-
ever, to the best of our knowledge, there is no published research
that combines controllable and non-controllable job processing
times in a single model.

The objective of this paper is to provide a unified analysis for
single-machine scheduling problems by generalizing the solution
approach for scheduling problems with controllable job processing
times to incorporate the variability of the job processing times
stemming from either the job’s position in the sequence and/or
from the total processing time of the already processed jobs.

The rest of the paper is organized as follows. In Section 2 a brief
review of the existing models with variable processing times is
presented. Our unified analysis for single-machine scheduling
problems with variable (both controllable and non-controllable)
processing times is presented in Section 3 along with some

comments about its applicability to other problems and its
limitations.

2. Review of existing models

In this paper, we consider a standard single-machine scheduling
problem with a batch of n jobs available for processing at time zero
on a continuously available non-preemptive machine. Let pj denote
the nominal processing time of job Jj; j ¼ 1; . . . ;n; also, let J½j�; p½j�
denote the job occupying the j position in the sequence and its
nominal processing time, respectively.

Previous research on single-machine scheduling with non-con-
trollable variable job processing times has dealt with problems in
which the actual processing time of a job depends on either the
job’s position in the sequence and/or on the total processing time
of the already processed jobs.

Position-dependent job processing times have been utilized in
the presence of learning. Biskup (1999) was the first to incorporate
learning in scheduling problems; Biskup (1999) incorporated the
learning phenomenon by defining the actual processing time of
job Jj when scheduled in position r in the sequence, pj½r�, as

pj½r� ¼ pjr
a; ð1Þ

where a < 0 is the applicable learning rate.
The case of actual job processing times dependent upon the

sum of the processing times of the already processed jobs has been
used to model job deterioration due to waiting. Browne and
Yechiali (1990) were among the first to introduce this type of job
processing times. If we assume a uniform job deterioration rate
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c P 0 for all jobs, then the actual processing time of job Jj when
scheduled in position r in the sequence, pj½r� is given as

pj½r� ¼ pj þ c
Xr�1

i¼1

p½i�: ð2Þ

It should be pointed out that some researchers (e.g. Kuo and
Yang, 2006) use variants of Eq. (2) to model sum-of-processing-
time-dependent learning. A recent survey of position-dependent
and sum-of-processing-times based learning models is presented
by Biskup (2008).

There is also significant literature on scheduling with controlla-
ble variable job processing times. The common element of these
models is that the actual job processing times are controlled
through the allocation of a finite amount of a non-renewable re-
source. Vickson (1980) was among the first to consider such a
model assuming that the actual job processing times are linear
functions of the allocated amount of resource. Specifically, under
the simplifying assumption that one unit xj of the resource allo-
cated to job Jj reduces its actual processing time paj by one time
unit, the function pajðxjÞ can be defined as

pajðxjÞ ¼ pj � xj; 0 6 xj 6 Gj; j ¼ 1; . . . ;n; ð3Þ
where pj is the nominal ‘‘uncompressed” processing time of job Jj
and Gj is the maximum amount of time by which Jj can be com-
pressed. It is of interest to notice that in the above special case of
the one-for-one tradeoff between resource and time, xj can also
be viewed as the actual amount of time by which Jj is compressed.

An alternative controllable job processing times model utilizes a
convex pajðxjÞ function given as

pajðxjÞ ¼
pj

xj

� �k

; j ¼ 1; . . . ;n; ð4Þ

where k > 0 is a positive constant. Monma et al. (1990) were among
the first to propose (4) in the context of a graph theory problem.

The presence of controllable job processing times necessitates
the consideration of composite (total cost) objective functions
comprised of both a scheduling criterion and the cost of the allo-
cated resource. In a single-machine environment, the total cost
function can be written as

TCðx½j�Þ ¼
Xn
j¼1

½x½j�c½j� þ pa½j�ðx½j�Þw½j��; ð5Þ

where c½j� denotes the cost of allocating one unit of resource x½j� to
job J½j�; pa½j�ðx½j�Þ is given by either (3) or (4) and w½j� denotes the con-
tribution of job J½j� to the objective function;w½j� is also known as the
positional weight of job J½j�.

There is a substantial body of literature on scheduling problems
employing the objective function (5). A recent survey of this liter-
ature is presented by Shabtay and Steiner (2007a). The majority of
this literature focuses on scheduling problems in which the job
positional weights w½j� are independent of the actual job processing
times pa½j�ðx½j�Þ. These problems can be categorized in the following
two general categories.

In the first category, the scheduling criterion used in the objec-
tive function (5) is some function of the job completion times
Cj; j ¼ 1; . . . ;n which is either a variant or a special case of Bagchi’s
(1989) bi-criteria objective function

f ðCj¼1;...;nÞ ¼ d
Xn
j¼1

Cj þ ð1� dÞ
Xn
i¼1

Xn
j¼1

jCi � Cjj; 0 6 d 6 1; ð6Þ

which can be written as f ðCj¼1;...;nÞ ¼
Pn

j¼1w½j�pa½j�ðx½j�Þ with the posi-
tional weights w½j� given as

w½j� ¼ ð2d� 1Þðnþ 1Þ þ j½2� 3dþ nð1� dÞ� � j2ð1� dÞ;
j ¼ 1; . . . ;n: ð7Þ

In the second category, the objective is to determine the job due
dates in order to minimize a variant of the objective function (5)
containing a due date-related objective. This line of research was
motivated by the work of Panwalkar et al. (1982) who considered
the single-machine common due date assignment problem with
total earliness and tardiness penalties (and constant job processing
times). It was shown by Panwalkar et al. (1982) that the resulting
job positional weights are independent of the actual job processing
times like the ones given by (7).

Shabtay and Steiner (2008) considered the single-machine due
date assignment problem with controllable job processing times
(given by either (1) or (2)) and three different due date assignment
methods (the common due date, the equal slack and the unre-
stricted due date assignment methods). It was observed that the
independence of the job positional weights from the actual job
processing times is retained in the presence of controllable job pro-
cessing times. This observation facilitated the solution of the prob-
lem (for any due date assignment method) in Oðn lognÞ time (by
using the weight-matching approach of Hardy et al. (1967)) when
the actual job processing times are given by (1) and in Oðn3Þ time
(by using assignment formulations) when the actual job processing
times are given by (2).

We close the review of existing models by mentioning that
Shabtay and Steiner (2007b) considered similar due date assign-
ment problems as in Shabtay and Steiner (2008) with the weighted
number of tardy jobs objective. Shabtay and Steiner (2007b)
exploited the fact that the two sets of problems exhibit similar
structure to derive polynomial-time algorithms for the weighted
number of tardy jobs case as well.

3. A unified analysis for single-machine scheduling

In this section, we show that the solution techniques used to
solve single-machine scheduling problems with controllable job
processing times can be extended to incorporate the concurrent
variability of the actual job processing times stemming from either
learning and/or job deterioration. Specifically, we propose a unified
analysis to minimize the objective function (5) when the process-
ing times are controlled according to either (3) or (4) while they
also vary according to either (1) and/or (2).

3.1. The convex processing times case

We first consider the case in which the actual job processing
times are given by the convex function (4); we initially assume
that neither Eq. (1) nor Eq. (2) are in effect. In that case, the analysis
by Shabtay and Steiner (2008) shows that the substitution of (4)

into (5) yields TCðx½j�Þ ¼
Pn

j¼1 x½j�c½j� þ p½j�
x½j�

� �k
w½j�

� �
which at the opti-

mal resource allocation level can be written as

TCðx½j�Þ ¼ ~k�
Xn
j¼1

ðw½j�Þ
1

kþ1~p½j�; ð8Þ

where ~k ¼ k�
k

kþ1 þ k
1

kþ1 and ~pj ¼ ðpjcjÞ
k

kþ1; j ¼ 1; . . . ; n. The structure of
the objective function (8) facilitates the solution of more complex
problems (with no additional computational effort) in which the ac-
tual job processing time paj also depends on the position of job Jj in
the sequence (according to either Eq. (1) and/or Eq. (2)) by simply
adjusting the positional weights w½j� accordingly and then using
the weight-matching approach of Hardy et al. (1967).

In the case of learning with Eq. (1) in effect, the completion
time-based weights w½j� given by (7) should be replaced by jakw½j�
in (8). In the case of job deterioration when Eq. (2) are in effect,
the substitution of Eq. (2) into (6) leads after some algebra to
expressing (6) as f ðCj¼1;...;nÞ ¼

Pn
j¼1v ½j�pa½j�ðx½j�Þ where
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m½j� ¼ dðn� jþ 1Þ 1þ c
n� j
2

� �

þ ð1� dÞ ðj� 1Þðn� jþ 1Þ þ c
Xn
r¼jþ1

ðr � 1Þðn� r þ 1Þ
" #

: ð9Þ

Consequently, the completion time-based weights w½j� given by (7)
should be replaced by the ones given by (9) in the objective function
(8).

The weight-matching approach is applicable even when all
functions (1), (2), and (4) are concurrently in effect. This extension
applies to practical situations in which the actual job processing
times are affected by both the position of the job in the sequence
and the total processing time of the already processed jobs. In that
case, the completion time-based weightsw½j� given by (7) should be
replaced by jakv ½j� in the objective function (8). We summarize our
findings in the first row of Table 1.

Our analysis is not limited to the case in which the w½j� values
are given by (7); instead, it can be also applied to the due date
assignment problems considered by Shabtay and Steiner (2008)
when the convex processing times given by Eq. (2) are in effect.

3.2. The linear processing times case

We now consider the case in which the actual job processing
times paj are given by the linear functions (3). We initially assume
that neither Eq. (1) nor Eq. (2) are in effect. In that case, it is easy to
observe that the contribution of job J½j� to the objective function (5)
is x½j�c½j� þw½j�ðp½j� � x½j�Þ. In order to minimize (5), it is clear that if
c½j� P w½j�, then x½j� ¼ 0 and if c½j� 6 w½j�, then x½j� ¼ G½j�. This observa-
tion is in agreement with the well-known result from prior re-
search in this area (e.g. Vickson, 1980) that no job is partially
compressed in an optimal solution and leads to an assignment for-
mulation to minimize (5). Define xij as a binary variable equal to
one if job Ji is assigned to position j and equal to zero otherwise.
The cost of assigning Ji to position j; hij is given as

hij ¼
piwj; ci > wj;

ðpi � GiÞwj þ ciGi; ci 6 wj:

�

Then, the assignment formulation (A1) with the objective of mini-
mizing

Pn
i¼1

Pn
j¼1hijxij subject to

Pn
i¼1xij ¼ 1; j ¼ 1; . . . ;n;

Pn
j¼1xij ¼

1; i ¼ 1; . . . ;n, and xij ¼ f0;1g; i; j ¼ 1; . . . ;n can be used to deter-
mine a sequence which minimizes the objective function (5) in
Oðn3Þ time.

The assignment formulation (A1) was used by Wang and Xia
(2007). Shabtay and Steiner (2008) developed similar assignment
formulations to solve single-machine due date assignment
problems with linear job processing times (given by (3)) and with
positional weights w½j� corresponding to the common due date, the
equal slack due date and the unrestricted due date assignment
methods, respectively. Panwalkar and Rajagopalan (1992), Cheng
et al. (1996), Biskup and Jahnke (2001), Ng et al. (2003) and Alidaee
and Ahmadian (1993) studied special cases of the Shabtay and Stei-
ner (2008) models primarily for the common due date assignment
method. Biskup (1999) and Mosheiov (2001) generalized Panwal-
kar et al.’s (1982) constant processing times due date assignment
model to a learning environment in which the functions (1) are

in effect (with no resource allocation decisions) and solved the
problem in Oðn3Þ time by using assignment formulations.

As in the convex processing times case, the assignment formula-
tion (A1) can be generalized to incorporate the concurrent non-con-
trollable variability of the actual job processing times given by
either Eq. (1) and/or by Eq. (2) by adjusting appropriately the job
positional weights w½j�. In the case of the completion time-based
positional weights given by (7), these adjustments are summarized
in the second raw of Table 1. As in the convex processing times case,
our analysis is not limited to the case in which the job positional
weights w½j� are given by (7); instead, it can be also implemented
using the job positional weights corresponding to the three due
date assignment models of Shabtay and Steiner (2008).

In principle, any variant of the due date assignment model
which retains the independence of the job positional weights from
the actual job processing times can be generalized (by implement-
ing our unified analysis) to incorporate the non-controllable vari-
ability of the job processing times given by either Eq. (1) and/or
Eq. (2). As an example of models amenable to our analysis, we
mention the model of Liman et al. (1996) who generalized Panwal-
kar et al.’s (1982) common due date problem (with constant job
processing times) to a common due window and also the model
of Liman et al. (1997) who generalized Panwalkar and Rajagopalan
(1992) common due date problem (with linear controllable job
processing times) to a common due window problem.

A common characteristic of the class of problems exhibiting this
type of structure is that the contribution of each job to the objec-
tive function depends only on the number of the already se-
quenced jobs or on the number of the remaining jobs to be
scheduled but not on the identity of these jobs. This type of struc-
ture is usually lost when job weights are introduced; for example,
the non-weighted total job completion time

Pn
j¼1C½j� can be ex-

pressed as
Pn

j¼1ðn� jþ 1Þp½j� while this is not the case for its

weighted counterpart
Pn

j¼1b½j�C½j� where bj denotes the weight
(importance) of job Jj. A similar situation occurs when job-specific
deterioration rates cj; j ¼ 1; . . . ;n are in effect. In these cases, the
positional weights w½j�; v ½j� can no longer by expressed as in (7)
and (9), respectively, and our unified solution approach is no long-
er applicable.
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